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Distances with 
Supernovae



• DES
• PS-1/PS-2
• SNLS
• SDSS-II
• ESSENCE

SN Ia Data at the 
Beginning of the LSST Era

• SNfactory
• Palomar Transient Factory
• La Silla Supernova Search
• Carnegie Supernova Program
• Center for Astrophysics
• KAIT/LOSS survey
• NOAO/WIYN NIR SNeIa
• SkyMapper
• Zwicky Transient Factory
• YUFSS (Your Unjustly Forgotten 

            Supernova Survey)

High-redshift: 5,000 Low-redshift:  2,000 

Optical+NIR Spectra
High-z: 

Confirmation 
Evolution studies

Low-z:
Indepth UV-NIR
Spectrophotometry
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Taking pictures is sufficient for 
measuring w in an ideal world.
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LSST SNeIa alone constrain 
constant w in a flat Universe

(LSST Science Book arXiv:0912.0201)



50,000 SNeIa Constrain Evolving 
w in a Flat, Kind Universe
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The three challenges are all focused on reducing 
systematics:

• Photometric Calibration – largest limiting 
factor in the use of SNe Ia today as 
cosmological probes.  
80% of w-OM systematics area

• Supernova Ia Calibration – determine the 
best way (smallest statistical and systematic 
errors) to use SNe Ia to measure distances.

• Spectroscopy – eliminate and constrain 
non-SN Ia contamination.  Learn physics.

What Do We Need to 
Achieve LSST Projection



Current State of SN Ia 
Cosmology

SNLS: Conley et al. (2011); Sullivan et al. (2011)
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Astronomical Calibration

Instrumental 
transmission

Extinction above the atmosphere

“Metrology and Meteorology”

AtmosphereSource

Historical Integral-constraint-approach insufficient
Must now separately determine each component

(Chris Stubbs)



S-corrections

Spectrophotometry is Ideal: S(λ)

(SNfactory)
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Spectra Test z Evolution of S(λ)

(Ellis et al 2008; Maguire et al 2012; also Foley et al. 2008
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(Folatelli et al. (2010); also Goobar 2008; Amanullah & Goobar 2011)

RV = 3.1 RV ~ 1-2

NIR Helps Measure Dust: G(λ)
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NIR type Ia SNe 3

Supernova RA(J2000) DEC (J2000) z
helio

z
CMB

mH,max mJ,max

PTF09dlc 21:46:35.5 +06:23:23.5 0.0678 0.0666 19.010+0.016
�0.018 18.782+0.015

�0.020

PTF10hdv 12:07:43.4 +41:29:27.9 0.0534 0.0542 18.521+0.031
�0.037 18.453+0.026

�0.026

PTF10hmv 12:11:33.0 +47:16:29.8 0.0320 0.0327 17.431+0.009
�0.008 -

PTF10mwb 17:17:50.0 +40:52:52.1 0.0313 0.0312 17.371+0.007
�0.007 17.213+0.010

�0.009

PTF10ndc 17:19:50.2 +28:31:57.5 0.0818 0.0817 19.330+0.085
�0.133 19.337+0.051

�0.043

PTF10nlg 16:50:34.5 +60:16:35.0 0.0560 0.0559 18.634+0.018
�0.020 18.720+0.032

�0.029

PTF10qyx 02:27:12.1 -04:31:04.8 0.0660 0.0652 19.122+0.031
�0.027 19.016+0.042

�0.053

PTF10tce 23:19:11.0 +09:11:54.2 0.0410 0.0398 17.988+0.016
�0.011 17.868+0.018

�0.021

PTF10ufj 02:25:39.1 +24:45:53.2 0.077± 0.005 0.0762± 0.005 19.276+0.036
�0.047 19.306+0.063

�0.051

PTF10wnm 0:13:47.26 +27:02:26.0 0.0656 0.0645 18.941+0.028
�0.037 18.764+0.022

�0.021

PTF10wof 23:32:41.8 +15:21:31.7 0.0526 0.0514 18.567+0.025
�0.024 18.458+0.022

�0.021

PTF10xyt 23:19:02.4 +13:47:26.8 0.0496 0.0484 18.379+0.026
�0.023 18.450+0.036

�0.037

Table 1. The sample of SNe Ia showing their redshifts and J- and H band peak apparent magnitudes. PTF10ndc, PTF10tce, PTF10ufj,
PTF10wof, PTF10xyt were located by the citizen science Galaxy Zoo: Supernovae project (Smith et al. 2011).

Figure 1. The upper panels shows the Hubble diagrams of our sample of 12 SNe (green) in the H -band (left) and the J -band (right),
including the Wood-Vasey et al. (2008), Folatelli et al. (2010) and Krisciunas et al. (2004) samples (blue) for comparison. The red line
represents the apparent magnitude that would be observed assuming a constant absolute magnitude of �18.36 (H -band) and �18.39
(J -band). The lower panels show the Hubble residual, i.e. the deviation from the red line. The shaded red region, z < 0.03, is the region
excluded in our sample due to the associated peculiar velocity errors. The solid black lines represent the change in the distance modulus
due to a peculiar velocity of ±300 km s�1

which we derive MH = �18.37± 0.07, MH = �18.29± 0.04,
and MH = �18.43 ± 0.06, respectively. The errors on the
median are computed by jackknife resampling. In part, the
di↵erence in magnitudes comes from the limited number of
supernovae in each of the samples. The di↵erences may also
be due to the di↵erences in the photometric systems that
each author adopts. These di↵erences are generally smaller
than 0.04 mag.

In the J-band, the variations between samples are larger
and more di�cult to understand. We find a median magni-
tude of MJ = �18.39 ± 0.06, compared to median mag-
nitudes of MJ = �18.48 ± 0.05, MJ = �18.29 ± 0.10,

and MJ = �18.73 ± 0.05 for the supernovae in Folatelli
et al. (2010), Wood-Vasey et al. (2008) and Krisciunas et al.
(2004). The errors were calculated as for the H-band. The
largest source of uncertainty is due to sample size. Di↵erence
due to photometric systems are generally smaller. In order
to constrain the dark energy equation of state beyond limits
currently derived using supernovae observed in the optical,
the mean magnitude needs to be determined to a level of
accuracy that is better than 0.01 mag.

The J- and H-band Hubble diagrams are shown in
Figure 1. Our results are compared with the surveys of
Wood-Vasey et al. (2008) and Folatelli et al. (2010). Our

c� 0000 RAS, MNRAS 000, 000–000

Wood-Vasey et al. (2008) Barone-Nugent et al. (2012)

NIR SNeIa measure Distance to 5%
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We are Obtaining more SNIa NIR

Going to z>0.1 requires space[*]
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Ground Sky is 100x brighter than Space in NIR: 
Ground Sky is not transparent in NIR: absorption due 

to water is very strong and extremely variable

z~1 NIR SNeIa Requires Space
With Current Technology

(Courtesy Bob Kirshner)



Ground Sky is 100x brighter than Space in NIR: 
Ground Sky is not transparent in NIR: absorption due 

to water is very strong and extremely variable

z~1 NIR SNeIa Requires WFIRST

(Courtesy Bob Kirshner)



significant improvements in global NIR photometric precision
for surveys like LSST and could augment an overall calibration
strategy like the ones outlined by Burke et al. (2010) and Jones
et al. (2010). We test this hypothesis by considering z-band
photometric measurements of M stars in the SDSS photometric
database.

The SDSS (York et al. 2000) made an imaging survey of the
sky using a large-formatCCDcamera (Gunn et al. 1998)mounted
on the Sloan Foundation 2.5 m telescope (Gunn et al. 2006) at
APO to image the sky in five optical bands—u, g, r, i, and z
Fukugita et al. 1996). The imaging data were reduced by a set
of software pipelines that produced a catalog of objects with cali-
brated magnitudes and positions (Lupton et al. 2002; Hogg et al.
2001; Padmanabhan et al. 2008). SDSS Data Release 8 (DR8;
Aihara et al. 2011) includes photometric measurements in five
bands of over 260 million stars over an area of more than
15; 000 deg2. The GPS-based PWVmonitor at APO (where both
the SDSS and 3.5 m telescopes are located) was installed in 2007
and began regular operations in 2008. Unfortunately, nearly all
the SDSS imaging was acquired prior to this. A similar GPS-
based PWV monitor operated by NOAA6 is located at White
Sands (WS), NewMexico, 50 km southwest of APO at an eleva-
tion of 1200 m (1580 m below APO). We interpolated the PWV
estimates from WS during 2009 to the times of those from APO
having PWV < 10 mm, only considering APO measurements
within 30 minutes of a WS measurement. We found that the
APO and WS PWV measurements are highly correlated
(Pearson’s r ¼ 0:85), thoughwith significant deviations from lin-
earity at PWV < 1 mm.We adopt an empirical relation between
WS and APO by interpolating the average PWV data given in
Table 1. While the scatter in this relation is large, particularly

at low PWV, it is sufficient for considering the relationship be-
tween the overall statistical properties of SDSS z-band photom-
etry and PWV.

The photometric measurements in the SDSS DR8 data-
base have undergone the calibration procedure described in
Padmanabhan et al. (2008), which has been shown to achieve
global photometric precision of ∼2% in the z band and ∼1% in
g, r, and i bands. In the z band, in addition to the components of
atmospheric extinction that vary smoothly with wavelength,
such as Rayleigh scattering by molecules, Mie scattering by
aerosols, and “gray” absorption by thin clouds, line absorption
by H2O becomes important. This means that the extinction for a
given object depends on the SED of the object, which is not the
case for the other bands. Übercal is fundamentally a differential
approach, where flux is calibrated relative to a large ensemble of
objects having a wide range of SEDs that, when averaged, have
a smooth SED at NIR wavelengths, like a solar-type star. Given
this, we expect systematic residuals in the SDSS z-band mea-
surements for objects with complex NIR SEDs, such as M stars,
that will correlate with PWV. We selected two samples of M
stars from the SDSS DR8 database7 to investigate this effect.

The first sample is based on the spectroscopically classified
catalog of M stars produced by West et al. (2011). We selected
7300 objects having spectral types from M7 to M4 and brighter
than i ¼ 17:0 and retrieved the CLEAN photometric measure-
ments of these objects from the STAR view in the DR8 context.
We estimated PWVat the time of each observation based on the
WS data and rejected epochs where no WS data were available.
We also rejected outliers in r" i versus r" z color space by ex-
cluding objects with r" z colors falling more than 0.2 mag
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FIG. 5.—Histogram of PWV for ARCES A star observations (shaded region)
compared with the overall distribution of PWV measurements at Apache Point
Observatory. Astronomical observations are typically made from APO when
PWV < 10 mm.
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FIG. 4.—Results of a multiple linear regression of line-depth scale factor, τ,
against precipitable water vapor and air mass.

6 http://www.gpsmet.noaa.gov/. 7 See http://skyserver.sdss3.org/dr8/en/tools/search/iqs.asp.
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Blake and Shaw (2011)
optics, filters, and detectors), and F λ is the flux density of the
source in units of photons s!1 cm!2 cm!1. Historically, for
broadband photometry the band-integrated value of the product
SðλÞT ðλÞ is measured for a given night using a combination of
observations of a uniformly illuminated screen (the “flat field”)
and observations of photometric “standard” stars. Using this
methodology it is possible, under excellent observing condi-
tions, to measure the absolute brightnesses of objects with a pre-
cision of 1%, though these measurements are only as accurate as
the measurements of the standard stars themselves.

Temporal changes in T ðλÞ and SðλÞ become important when
the target and standard are not observed simultaneously. For
many applications, such as precise photometry of transiting ex-
trasolar planet hosts, only the relative brightness of an object, as
compared with other nearby stars measured simultaneously, is
required. This differential photometric approach results in such
high photometric precision, often 0.1% (e.g., Chan et al. 2011),
in part because the temporal variations in T ðλÞ and SðλÞ are
intrinsically removed. Given multiple observations of a suffi-
ciently large number of objects, it is possible to generalize this
differential approach and apply it to data from large-area sur-
veys to internally calibrate the brightnesses (and colors) of ob-
jects. Padmanabhan et al. (2008) applied a technique of this type
called “Übercal” to the Sloan Digital Sky Survey (SDSS) photo-
metric measurements and demonstrated that 1% global photo-
metric precision can be achieved for a survey of millions of
objects spanning years (see also Ivezić et al. 2007).

Differential calibration strategies may not account for the
fact that F λ varies strongly with stellar spectral type (or quasar
redshift), resulting in higher-order effects that can arise when
measuring relative fluxes between objects having very differ-
ent spectral energy distributions (SEDs). This is particularly

important at NIR wavelengths, where strong molecular bands
due to H2O, CH4, and CO2 dominate T ðλÞ, and F λ may have
strong absorption or emission features (Bailer-Jones & Lamm
2003; Blake et al. 2008; Mann et al. 2011). In these cases, tem-
poral variations in T ðλÞ are not effectively removed through dif-
ferential measurement, and residuals at the level of 1 mmg are
expected in differential photometry of cool stars. Ultimately, the
highest precision will be achieved for a survey like the Large
Synoptic Survey Telescope (LSST) with the help of detailed
models of T ðλÞ that are contemporaneous with broadband
photometric observations and localized to particular sight lines.
Burke et al. (2010) demonstrate an ambitious strategy whereby
simultaneous spectrophotometry of calibration stars in LSST
fields can be combined with radiative transfer calculations
for the atmosphere above the observatory to measure all impor-
tant components of T ðλÞ.

From the observational point of view, the challenges of pre-
cise radial velocities at NIR wavelengths and the global calibra-
tion of NIR photometry in large surveys are closely related,
since both require contemporaneous modeling of transmission
through Earth’s atmosphere. Precise stellar radial velocity mea-
surements at wavelengths longer than 600 nm require a detailed
understanding of the impact of absorption due to molecules in
Earth’s atmosphere (Wang & Ge 2011). These telluric absorp-
tion features themselves can also be used as a simultaneous
wavelength reference, a measurement technique conceptually
similar to the I2 cell described by Butler et al. (1996), though
first proposed by Griffin & Griffin (1973). The use of telluric
lines as a wavelength reference has a long history in the litera-
ture (e.g., Smith 1982; Deming et al. 1987; Hatzes & Cochran
1993), and several authors have recently demonstrated that
telluric lines are a viable velocity reference for planet searches,
including Seifahrt & Käufl (2008), Blake et al. (2010), and
Figueira et al. (2010a, 2010b). This technique requires an ex-
cellent model of T ðλÞ, which can be derived empirically from
high-resolution observations of the Sun (Blake et al. 2010) or
calculated directly based on assumptions about the composition
and structure of Earth’s atmosphere (Seifahrt et al. 2010).

Atmospheric constituents like CH4, CO2, and O2 are well
mixed from Earth’s surface through the mesosphere and have
seasonal variations in total column density. For wavelengths
900 < λ < 2500 nm, absorption by H2O becomes very impor-
tant, having large optical depth at some wavelengths. Modeling
these absorption features poses a significant challenge, since the
total water column can have large and rapid variations. We de-
monstrate that precipitable water vapor (PWV) estimates de-
rived from a Global Positioning System (GPS) receiver can
be used to calculate theoretical transmission spectra having
no free parameters and resulting in excellent fits to astronomical
spectra in the wavelength range of 900 < λ < 1000 nm. In a
region of nonsaturated H2O lines we find fit residuals of less
than 2%, likely dominated by residual fringing signals in our
spectra. We find that GPS-based PWVestimates are also useful
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FIG. 1.—Atmospheric transmission for a site like Apache Point Observatory.
The transmission curves for the NIR z and y bands are also shown, each normal-
ized to a peak transmission of 50%. The y-band filter shown here is based on the
proposed LSST y3 filter (High et al. 2010). See the electronic edition of the
PASP for a color version of this figure.

MEASURING NIR ATMOSPHERIC EXTINCTION USING GPS 1303

2011 PASP, 123:1302–1312

precision better than 0.01%. A measurement of the TD and an
estimate of the ZHD therefore provide an estimate of the
ZWD (ZWD ¼ TD" ZHD), which is proportional to PWVwith
a constant of proportionality that is a function of surface tem-
perature. While it is possible to calculate this constant of pro-
portionality to make absolute measurements of PWV, relative
measurements of PWV can be made with quoted precision better
than ∼0:2 mm given contemporaneous surface temperature and
barometric pressure measurements.

A large number of GPS-based PWVmonitors are maintained
around the world. Data from several receiver networks in North
America are maintained by UCAR (University Corporation for
Atmospheric Research) through SuomiNet,5 including a station
operated by UNAVCO located in close proximity to the APO
3.5 m telescope. Using the SuomiNet online interface we down-
loaded PWVestimates at 30 minute intervals from the APO sta-
tion for the 2009 and 2010 seasons and interpolated the PWV
estimates to the times of our A star observations, excluding
cases where there was not a PWV estimate within 1 hr of the
time when an A star spectrum was obtained. Using multiple lin-
ear regression, we fit for our measured values of τ, the scale
factor specific to our telluric template, as a function of PWV
and (AM−1) for PWV < 8 mm. We found that measured
PWVand AM are strongly correlated with τ, and we determined
a best-fit linear relation:

τ ¼ 0:036þ 0:098 × PWVðmmÞ þ 0:36 × ðAM" 1Þ

& 0:055: (8)

The results of this fit are shown in Figure 4. We note that this
result is qualitatively similar to those reported by Querel et al.
(2008, 2011) and Thomas-Osip et al. (2007), who found that
PWV estimates derived from radiometer observations strongly
correlated with the measured depths of H2O features in optical
spectra. As shown in Figure 5, our A star observations spanned
a relatively narrow range of PWV compared with the overall
distribution of PWV at APO, but we are biased toward lower
PWV, since periods of large PWV are likely to be unusable
for astronomical observations. In practice, the coefficients of
a relation like the one given in equation (8), which is based
on telluric models calculated using an “average” atmospheric
profile for APO, will need to be calibrated once for a given ob-
serving site. Once this is done with a set of A star observations,
the technique presented here should be broadly applicable to
NIR observations at sites other than APO.

6. SDSS OBSERVATIONS

Our fits to the A star spectra demonstrate that given an es-
timate of PWV we can generate a theoretical model for atmo-
spheric transmission in the z band that has no free parameters
and matches the observed telluric absorption around 980 nm to
better than 2% on a per-point basis. Integrated across a wide
observing band, the discrepancy in total transmission between
our models and the A star observations is significantly smaller,
less than 0.2%. This opens up the possibility that GPS-based
PWV estimates can be used as input to theoretical radiative
transfer calculations to enable the precise estimation of molec-
ular absorption integrated across NIR bands in real time. When
combined with information about the spectra of the objects
being observed, this technique could potentially lead to
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FIG. 2.—Two examples of theoretical telluric H2O templates (solid lines) fit to
ARCES A star observations (small points). These spectra highlight the strong
impact that changes in the total H2O column have on the telluric absorption. In
both cases, the residuals of the fits are excellent, having scatter <2%.
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FIG. 3.—Two examples of theoretical telluric H2O templates (solid lines) fit to
ARCES A star observations (small points) in a spectral region with strong H2O
absorption, including saturated lines. Here, we see evidence for significant re-
siduals at the cores of some lines, as well as slowly varying residuals that we
attribute in part to incomplete correction for fringing in the CCD detector.

5 See http://www.suominet.ucar.edu/.
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Calibrate Atmosphere 
with GPS



Atmospheric OH 
emission lines

Zodiacal sky background – from space

Ellis & Bland-Hawthorn, MNRAS (2008) (Courtesy Saul Perlmutter)

Can We Peer Through Atmosphere?
OH-Suppression

Deserves
Sigificant

R&D



Kunlun Dark Universe Survey 
Telescope:

An Optical / IR Observatory 
on The Antarctic Plateau

Cook’s Branch, April 12, 
2012

The Site:
• Elevation: 4091 meters
• Turbulence Boundary Layer: 

14.5 meters
• Best Seeing
         Free Atmospheric Seeing: 
0.3”
• Low Scintillation Noise: 0.5 

mmag (m-2/3 s-1/2)
• Observable Nights: > 90%
• Coldest Point on Earth: 
         Lowest Thermal IR 
Background
• Lowest Precipitable Water 

Content



Can we Look at Less Atmosphere?
Multi-Conjugate Adaptive Optics

(UofA)

(Gemini)

Can we do both
AO + OH-suppression?



• 2010-2020
• SNIa Astrophysics (optical-NIR)
• Astronomical Calibration
• Photometric-only analyses

• 2020-2030
• LSST
• +Euclid, +JWST
• <1% metrology and meterology

• 2025-Beyond
• Ground-based AO+OH suppression
• Space-based restframe NIR
• Fundamental limits to SNe Ia?

Future of SNIa Cosmology


